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Part A: Feature Extraction

In order to increase the efficiency of machines and decrease the complexity of problems, it is necessary
to extract some useful information from the input data. The most straightforward idea is discovering
the major components in the input data space, known as Principal Component Analysis (PCA), a
technique based on Singular Value Decomposition (SVD) in linear algebra. By selecting the outcome of
PCA, we can interpret the original data by way of fewer dimensions. However, the PCA could not reduce
too much dimensions in our problem. Therefore, we tried another two way to further improve the

efficiency of PCA by combining the Fourier transform. But it is still not enough to simplify the problem.

Finally, we found a way named Multi-zone (MZ) method which partitioned the input data into zones.
Then it calculated the percentage of black pixels (or non-black pixels) of each zone as their feature. For
example, an input image was divided into N X N zones as shown in Fig. 1. The first element in the
feature vector of this image will be the percentage of black pixels of zone 1 and so on.
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Figure. 1 Illustration of Multi-zone (MZ) method and the combination of zones we used

in this work.

By combining different combinations of zone numbers, each input data will have a feature vector which
has 40 dimensions in our case one-by-one. The dimensions of feature vector were decreased extremely
compared to the PCA and PCA in frequency domain. Here we wanted to show the data map of first and
second component of each method first, which were totally different in the feature space even though
we only showed two dimensions as below. The dimensionality reduction results, algorithm and

classification results will be given in the next part.
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Figure. 2 Data map of (a) original PCA, (b) PCA of |F{x,}|, (c) PCA of Re{F{x,}} and (d)

MZ method of the 1st and 2nd features in the feature space.



Part B: Neural Networks Training

Neural Network Construction:
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Feed-forward Back Propagation:
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B Error-back Propagation
Bk (70 Fxw o L % & error function:
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On-line learning version E,(W) = = XK_, tin Inyi (X, W)
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